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Abstract

Objective: Intrauterine insemination (IUI) using ejaculated sperm is a common option in the treatment of infertility of
various etiologies. We sought to develop a computational model for the prediction of pregnancy following IUI.

Materials and Methods: A data set of 212 exemplars, derived from patients who underwent a first IUI cycle with ejaculated
sperm, was divided into separate modelling and cross-validation sets, and analyzed retrospectively. The data set contained
input features of maternal age, type of medication used for ovulation induction, semen volume, sperm concentration,
motility and morphology and intra-uterine pregnancy output, and was modelled using various mathematical methods,
including linear and radial support vector machines, linear and quadratic discriminant function analysis, logistic regression,
and neural computation. Various models were used, in an attempt to achieve the highest model accuracy. A logistic
regression model was found to have the highest accuracy, with a test set ROC area of 0.717.

Results: Forward regression of this model showed sperm morphology to be the most significant feature in predicting pregnancy
(p=0.39), followed by maternal age (p=0.42), type of medication used for ovulation induction (p=0.6), sperm motility (p=0.61),
semen volume (p=0.71) and sperm concentration (p=0.9). Reverse regression of the model revealed sperm motility to be the most
significant feature in predicting pregnancy (p=0.37), followed by sperm morphology (p=0.39), maternal age (p=0.49), type of
medication used for ovulation induction (0.61), sperm concentration (p=0.72) and semen volume (p=0.74).

Discussion: A logistic regression model of clinical relevance was developed, and is deployed on the World Wide Web for
clinical use.
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Ozet
Intrauterin Inseminasyon Sonuclarinin Tahmini I¢in Bilgisayar Destekli Modeller

Amag: Farkli etiyolojilerin infertilite tedavisinde ejakiile edilmis sperm kullanilarak intrauterin inseminasyon (IUI) yaygimn kullani-
lan bir segenektir. Bu caligmadaki amacimiz [UI sonrast gebelik olusmast tahmininde bilgisayar destekli bir model geligtirmektir.
Materyal ve Metot: Ejakiile sperm ile birinci IUI doéngiisiinii tamamlayan hastalardan elde edilen 212 6rnekli bir veritabani,
retrospektif olarak modelleme ve ¢apraz degerlendirme setlerine ayrilip analiz edildi. Veritabaninda maternal yas, oviilasyon
indiiksiyonu igin verilen ilag, semen hacmi, sperm konsantrasyonu, motilite ve morfoloji ve intrauterin gebelik gibi bilgiler
bulunmaktaydi. Bu veritabani lineer ve radyal destek vektor araglari, lineer ve kuadratik ayirict fonksiyon analizi, lojistik
regresyon ve noral kompiitasyon gibi matematiksel metotlar kullanarak modellendi. En dogru modellemeye ulasmak icin farkli
model mimarileri kullanildi. ROC alan1 0.717 olan bir lojistik regresyon modelinin en titiz sonucu verdigi belirlendi.
Sonuglar: Bu modelin ileriye déniik regresyonu, sperm morfolojisinin gebelik olusmasi tahmininde en ¢nemli parametre
oldugunu gostermekteydi (p=0.39); bunu maternal yas (p=0.42), oviilasyon indiiksiyonu i¢in kullanilan ilacin tiirii (p=0.6),
sperm motilitesi, (p=0.61), semen hacmi (p=0.71) ve sperm konsantrasyonu (p=0.9) takip etmekteydi. Yapilan ters regres-
yonda ise, gebelik olusmasi tahmininde sperm motilitesinin en énemli parametre oldugu gériildii; bunu sperm morfolojisi
(p=0.39), maternal yag (p=0.49), oviilasyon indiiksiyonu icin kullanilan ilacin tiirii (0.61), sperm konsantrasyonu (p=0.72)
ve semen hacmi izlemekteydi (p=0.74).

Tartigma: Klinik gegerliligi olan bir lojistik regresyon modeli gelistirilmis ve klinik kullanim icin internette yaymnlanmugtir.

Anahtar sozciikler: maternal yas, oviilasyon indiiksiyonu, sperm konsantrasyonu, motilite, morfoloji, intrauterin
inseminasyon (IUI), bilgisayar destekli modeller
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Introduction

Intrauterine inseminations (IUI) with partner’s spermatozoa
is commonly used as first-line treatment for subfertile couples
with ovulatory disorders, cervical or male factor infertility,
and unexplained infertility (1-2). While cervical female
infertility is considered to have the best prognosis with TUI
(3), controversy still remains regarding the outcomes of this
procedure for male and unexplained infertility (1-3).

Several published studies have investigated the prognostic
importance of various factors with regard to IUI success
(1,4-7). Interestingly, the findings of these studies were
partially conflicting. For example, while sperm motility was
reported in one study to be one of the four most predictive
factors of IUI (with follicle number, endometrial thickness,
and duration of infertility) (1), another study has suggested
that sperm morphology rather than motility is a more sensi-
tive guide to IUI outcome (5). A meta-analysis performed to
assess the clinical value of the postwash total motile sperm
count (TMC) as a test to predict IUI outcome concluded that
postwash TMC at insemination could potentially be used in
counselling patients for either IUI or IVF (7). The different
studies also did not evaluate the same parameters. Some of
these previous studies have used a single method for ovulation
induction prior to IUI, and most did not include the type of
ovulation induction as one of the investigated parameters. In
addition, previous studies have not compared the accuracy of
different models in predicting IUI outcomes.

In this study, we have aimed to assess the importance of
selected key parameters for the achievement of intrauterine
pregnancy through IUI by developing computational models
to investigate the relationship of maternal age, type of medi-
cation used for ovulation induction and various semen para-
meters (semen volume, sperm concentration, motility and
morphology) with intrauterine pregnancy achieved by IUI
with high goodness-of-fit.

In previous data sets, we had developed computational models
that addressed various reproductive clinical problems. We
developed separate models using neural computation, a
mathematical method that simulates the physiology of the
biologic neuron (8), to predict intra-uterine pregnancies
achieved by IVF/ICSI, the presence of prostate cancer and
the existence of erectile dysfunction, given a set of relevant
input features (9-11). We deployed these models using the
javascript language for ready availability on the World Wide
Web and in PalmOS for physicians using handheld computers.
The main goal of this study was to develop a computational
model that could serve as a useful tool for clinicians who are
considering IUI for treatment of subfertile couples.

Materials and Methods

Upon Institutional Review Board (IRB) approval was not
obtained for this study because data were collected via
retrospective chart review without disclosure of patient iden-
tification. In addition, the study analyzes a well-established
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clinical therapeutic procedure that is not experimental and is
not under IRB guidance. Clinical data was collected from the
first IUI cycle of 212 women (age range 23-45-years, mean
32.2-years), done primarily for unilateral tubal (n=24), ovu-
latory (n=70), and unexplained (n=84) factors (Table 1). In-
put features used for this study included maternal age, type of
medication used for ovulation induction prior to the IUI cycle
(Table 2), and four semen parameters recorded on the day of
the insemination procedure: semen volume, sperm concen-
tration (million/ml), motility (%) and morphology (% normal
sperm head shapes). Intra-uterine pregnancies achieved
through the first IUI cycle were defined as outcomes. The
various medications used for ovulation induction prior to the
IUI cycle and intrauterine pregnancies achieved through the
first IUI cycle were assigned either 1, if present for each
exemplar, or 0, if not. Two hundred and twelve intra-uterine
pregnancy scores as output and corresponding input variates
of maternal age, type of medication used for ovulation induc-
tion prior to the IUI cycle, as well as semen volume, sperm
concentration, motility and morphology on the day of insemi-
nation, comprised the dataset for computational modeling
using neUROn++, a set of C++ programs we developed
using the Cygwin (Red Hat) GNU C++ port for Windows
(Microsoft) distributed across Pentium (Intel) platforms.

We used neUROn++ to model the data set using the linear
mathematical modeling methods linear and quadratic dis-
criminant function analysis (LDFA, QDFA) and logistic reg-
ression (LR), and the nonlinear method of neural computation
(NNET). Other modeling methods included linear and radial
support vector machines (LSVM, RSVM). The data set was
randomized into a larger modeling “training” set and a smaller,
separate, completely independent cross-validation, “test” set.

Table 1. Infertility factors

Factor Number (%)
Unexplained 84 (39.6)
Ovulatory dysfunction 70 (33)
(ovulating on medications)

Tubal 24 (11.3)
Endometriosis (mild) 13 (6.1)
Uterine 9 (4.2)
Recurrent loss 5(2.4)
Cervical 4 (1.9)
Other 3 (1.4)

Table 2. Medications used for hormonal stimulation prior to IUI

Hormonal stimulation method Number of Ul

cycles (%)
Natural cycle 5 (2.36)
Clomiphene/tamoxifen 71 (33.49)
Letrozole/anastrozole 33 (15.57)
Clomiphene/tamoxifen with hMG injection 42 (19.81)
Letrozole/anastrozole with hMG injection 56 (26.41)
hMG injection only 5 (2.36)
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Model training was considered to be completed when the error
was observed to be oscillating at a local error minimum. We
investigated different architectures with varying hidden nodes
and varying numbers of exemplars in the training and test
sets, to identify the model with the greatest goodness-of-fit.
Receiver operator characteristic curve (ROC) area served to
assess the model’s accuracy, and was computed using the
statistical method described by Wickens (12) and by the
traditional trapezoidal method. The best ROC area achieved
for each model was then recorded (Table 3). Of note, for the
Wickens statistical method a smaller p-value is worse (closer
to 1 is more linear) in goodness-of-fit. We used Wilk’s
Generalized Likelihood Ratio test to determine which input
features were significant to the model’s outcome in a forward
regression analysis (13).

Table 3. Model accuracies

Method ROC area ROC area
training set test set

Logistic regression 0.627 0.717
LSVM 0.552 0.677
RSVM 0.679 0.653

4 HN Neural network 0.923 0.625
QDFA 0.0 0.0

LDFA 0.0 0.0

ROC: receiver operator characteristic curve
LDFA: linear discriminant function analysis
QDFA: quadratic discriminant function analysis
HN: hidden nodes

LSVM: linear support vector machine
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Prediction: Not pregnant

Odds of pregnancy are 1 to 1634418 B

RSVM: radial support vector machine

We deployed the model in the javascript language for ready
availability on the World Wide Web (Figure 1), and in PalmOS
for physicians using handheld computers. The clinician enters
the patient’s data using the forms-based interface, and the mo-
del reports the odds ratio for intra-uterine pregnancy. Currently,
the model may be found at www.urocomp.net

Semen analysis, sperm preparation and insemination
procedure

All couples were requested to abstain from intercourse for
2-7 days before IUI. Semen samples were produced by mas-
turbation into sterile containers. Volume of the ejaculate was
recorded. Sperm concentration and motility were determined
by analyzing 5 micro-liters of semen on a Standard Count
Chamber (Spectrum Technologies; Heraldsburg, CA, USA).
Sperm morphology was determined by Tygerberg strict cri-
teria (14). All inseminates were prepared by centrifuging the
ejaculated semen through a discontinuous saline-coated silica
density gradient, as previously described (15). Inseminations
were performed with the use of a Wallace insemination cathe-
ter (SIMS Portex Ltd., Hythe, Kent, U.K.).

Ovulation induction and monitoring
All but five IUI cycles were performed in conjunction with
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Figure 1. World Wide Web version of model. A) Data insertion:
forms-based interface. Clinical input features may be easily inserted
into the model by typing the maternal age and semen parameters,
and checking the appropriate box for the method of ovulation
induction. B) Model report of odds ratio for pregnancy, generated by
clicking the “Predict” button in the previous screen.

some form of ovulation induction. Our typical practice is to
start with oral ovulation induction agents, including clomi-
phene citrate, tamoxifen and letrozole, given on cycle days
3-7. The choice of the oral medication was arbitrary, and made
at the discretion of the attending physician. Clomiphene
citrate was typically prescribed at a dose of 100 mg/d, tamo-
xifen at 40 mg/d and letrozole at 2.5 mg/d. For spontaneous
cycles and cycles involving stimulation with oral agents,
women performed daily urine LH testing starting on cycle
day 12 in the evening and had an IUI in the morning after the
LH surge. If a woman did not ovulate in response to oral
medications, 1 of 2 “next step” induction protocols were
selected, at the discretion of the attending physician and in
consultation with the patient.

The hMG protocol consisted of daily hMG injections, which
were started on cycle day 3 after baseline ultrasound. hMG
injections were most commonly used at a starting dose of
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Table 4. Semen analysis parameters

Semen volume (ml)

Sperm concentration (million/ml)

Sperm motility (%) Sperm morphology

(% strictly normal head

shapes)
Average 3.29 63.78 52.82 5.18
Range 0.8-11.8 2.78-285.2 9.8-91.5 0-18.5

two ampules a day (150 IU/d), with adjustments made based
on ovarian response. Alternatively, a combination protocol
was used, which consisted of oral ovulation induction agents
(clomiphene citrate, tamoxifen or letrozole, given on cycle
days 3-7), followed by hMG injections, beginning on cycle
day 7, usually at a dose of 1 ampule per day (75 IU/d). For
both of the latter protocols, hMG injections were continued
until at least one mature ovarian follicle (mean diameter of
18 mm) was seen on ultrasound. Subsequently, 10 000 IU of
hCG were administered to induce ovulation, and a single TUI
was performed 36 hours later. If 3 or more mature follicles
were identified, risks of multiple gestations and the option of
multi-fetal reduction were discussed. If the couple was not
comfortable with the possibility of multiple gestations and/or
would not consider multi-fetal reduction, the IUI cycle was
cancelled. Cycle outcome was determined by hCG measure-
ment performed 2 weeks after the insemination. After a
positive pregnancy test, ultrasound examinations were
scheduled 3 weeks later to confirm fetal viability.

Results

Data obtained from the first IUI cycle of 212 women were
included in this study. The womens’ mean age was 32.2 years
(range 23-45). Fresh ejaculated semen samples were collected,
analyzed, processed and inseminated on the day of the TUI
procedure in all cycles. Semen analysis parameters regarding
the ejaculated semen samples used for [UI are summarized in
Table 4. Oral ovulation induction agents were used in
49.06% of all IUI cycles. Ovulation was induced by gonado-
tropin injections (either alone or combined with oral agents)
in 48.58% of the cycles. Natural cycles comprised only
2.36% of all cycles performed. Intra-uterine pregnancies
have been achieved in 37 cycles (17.45%).

Randomization of the dataset into a modeling “training” set
of 150 exemplars and a cross-validation “test” set of 62
exemplars was found to consistently provide the most repre-
sentative data sets for the various models that we have investi-
gated. A logistic regression (LR) model was found to predict
most accurately the intrauterine pregnancy, with ROC area of
0.717 for the test set. Results of LDFA, QDFA, SVM and
neural network are shown in Table 3.

Discriminant analysis (LDFA, QDFA)

This is a multivariate statistical procedure that mathemati-
cally defines a special discriminant function to separate a
study population by one classification variable. The discri-
minant function can use several quantitative variables,
each of which makes an independent contribution to the

overall discrimination. Taking into consideration the effect
of all quantitative variables, this discriminant function pro-
duces the statistical decision for guessing to which subgroup
of classification variable each subject belongs. Assuming a
multivariate normal distribution of quantitative variables
within each level of classification variable, a parametric
method generates either a linear discriminant function
(equal within-class covariance) or a quadratic discriminant
function (unequal within-class covariance). In either case,
the discriminant function is a weighted combination of all
quantitative variables. The performance of discriminant
analysis can be evaluated by estimating the error rate (pro-
bability of misclassification).

Wilk’s Generalized Likelihood Ratio test (GLRT) was used
to assess the significance of the neural network’s input para-
meters. This statistical test was shown to be useful for deciding
which of several subsets of artificial neural network system
architectures is most appropriate for a certain statistical envi-
ronment, given that the full model provides a good fit to the
observed data. In forward regression, subnetworks are designed
by starting with a baseline network with no input nodes, and
adding input variables of the original model according to a
predetermined algorithm. The subnetworks so generated are
trained to completion and their errors recorded. The GLRT
provides a formula by which the fitness of a reduced model
to the data can be compared to that of the full model, at a
certain significance level (13).

Statistical analysis of neural computational models is
based on the observation that two fully-trained neural
networks with final errors E(y,equces) and E(yps,) that are
sufficiently close may be discriminated by a 2 probability
distribution. In stepwise regression, the two networks
Yreducea A0d Yz are chosen to differ by one input variable.
Specifically, stepwise forward regression begins with
training a baseline network with no input nodes, and re-
cording that network’s final error. Input variables are added
one at a time, the subnetworks so generated are trained to
completion and their errors recorded, and the variable with
the smallest p-value (most significant) is then recorded
with its p-value. Using the final error of the network which
is the one node with the smallest p-value as a starting point,
input variables are then added two at a time, with each pair
containing the one variable with the smallest p-value and
one of the remaining input variables. The pair of variables
with the smallest p-value (most significant) is then recorded
with its p-value, and the process repeats until a chosen
threshold p-value is reached.
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Forward regression of the LR model based on Wilk’s GLRT
revealed sperm morphology to be the most significant feature
in predicting pregnancy (p=0.39), followed by maternal age
(»p=0.42), type of medication used for ovulation induction
(p=0.6), sperm motility (p=0.61), semen volume (p=0.71)
and sperm concentration (p=0.9). Reverse regression of the
model showed sperm motility to be the most significant
feature in predicting pregnancy (p=0.37), followed by sperm
morphology (p=0.39), maternal age (p=0.49), type of medi-
cation used for ovulation induction (0.61), sperm concentra-
tion (p=0.72) and semen volume (p=0.74). This analysis
supports the presence of redundant or surrogate variates.

Discussion

The beneficial effects of IUI in cases of male and unexplained
infertility are still controversial (1-3). As such, the identifica-
tion of clinical and laboratory prognostic factors that could
predict the chances of success for IUI in these clinical
circumstances would be helpful for appropriate counseling
of these couples and designing the best treatment plan for
them.

Several studies were conducted to investigate the prognostic
importance of various factors with regard to IUI success
(1,4-7,15). However, these studies differ in their design and
results. The investigated input parameters vary among the
different studies, to include male and female age, duration of
infertility, number of follicles (>18 mm diameter), endomet-
rial thickness, sperm concentration, motility and ideal forms,
in different combinations. Interestingly, the type of medication
used for ovulation induction prior to IUI was included as an
investigated parameter in only one of these studies (15).
Additionally, none of these previous studies included a com-
parison of various modelling methods, in an attempt to iden-
tify the most accurate model for a certain group of investigated
parameters. In fact, all studies have used a single modelling
method. Comparison of the previous studies also revealed
discrepancy regarding the reported prognostic importance of
certain parameters. While sperm motility was reported in one
study to be one of the four most predictive factors for IUI
success (1), another study has suggested that sperm morpho-
logy rather than motility is a more sensitive guide to IUI
outcome (5).

Our study comes to address these problems, in an attempt to
determine the individual prognostic importance of certain
key clinical and laboratory parameters regarding the success
rate of IUL. We further sought to develop a user-friendly and
accurate computational model, which can be used by clinicians
for deciding whether IUT should be used in a given clinical
setting.

The data set used in our study was derived from the first [UI
cycles of 212 different couples, as the highest pregnancy
rates have been reported in the first cycle of IUI (5,16-18),
with significant decrease in the second and third cycles (5).
In fact, it has been suggested that inclusion of additional TUI
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cycles in the data analysis in studies of IUI outcomes is a
probable cause for selection, because not all patients undergo
the same number of cycles (19). Input features were carefully
selected, to include a balanced combination of male and
female factors, and to consist of basic parameters that are
usually available to the clinician in the office at the time of
initial evaluation of the infertile couple, excluding parame-
ters that require more advanced studies. Thus, we have used
the data obtained from ejaculated semen, and not from the
processed samples, as the latter would not be available at the
time of the initial consultation. While many studies report on
the effects of single variables on the success rate of IUI, such
as the influence of age (19-21), our study integrates a number
of key input features to create an accurate model that can be
used to predict the outcomes of future IUI cycles. Moreover,
further statistical analysis of our model allowed for the deter-
mination of the significance of the individual input features
to the model. Forward regression of our model showed
sperm morphology to be the most significant feature in pre-
dicting pregnancy (p=0.39). Interestingly, reverse regression
of the model revealed a slightly better p-value for sperm
motility (p=0.37), followed closely by sperm morphology
(»p=0.39). These findings are in concordance with the results
of other studies, which suggested sperm motility (1) and
morphology (5) to be sensitive guides to IUI outcome.

Interestingly, forward and reverse regression of our model
showed that sperm parameters, semen volume and maternal
age were not found to be statistically significant predictors of
outcome. Some authors have reported that the number of
motile spermatozoa influences the chance of pregnancy
achieved through IUI (19,22). However, while the number of
inseminated spermatozoa was reported by Van Der Wester-
laken et al. (19) to significantly affect the pregnancy rate
(<2 million, 4.6%; >2 to <10 million, 3.9%; and >10 million,
11.3%), stratification of pregnancy rates according to the in-
dication for IUI revealed no statistically significant difference
in IUI outcomes between male-related and non-male related
indications (that included tubal, hormonal and idiopathic
indications). However, it is possible that the smaller effect of
sperm parameters on IUI pregnancies demonstrated in our
study is related to the relative good quality of the semen
samples that were used for insemination, in terms of sperm
concentration and motility. In our practice, couples with total
motile sperm counts that are lower than 10 million are often
counselled against IUI and are guided to IVF more quickly.
Thus, the most severe male factor patients may not be included
in the data set.

Studies which evaluated the impact of maternal age on preg-
nancy rate after IUI have reported varying results. Some
authors have reported that women 40 years or older did not
become pregnant. Interestingly, in women younger than 40
who participated in one study, maternal age did not have a
significant effect on IUI outcomes (20). Others found a de-
crease in pregnancy rate after IUT already at 35 years of age
(19,23). Corsan et al. reported that the pregnancy rate per IUI
cycle in women 40 years or older dropped to less than half
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that in women younger than 40-years of age (6.69 versus
17.95%) (24). While women 40-years or older enrolled in
that study were still able to become pregnant, this ability
rapidly declined at 42-years of age.

Computational models have been used to address various
clinical problems in different areas of medicine. We have
recently developed a neural network to predict intrauterine
pregnancies achieved by IVF/ICSI using surgically re-
trieved sperm (9). This model, shown to have high predictive
accuracy, was deployed in the javascript language for
ready availability on the World Wide Web and in PalmOS
for handheld computers, allowing clinicians to simply
enter the input data, consisting of maternal age, sperm
retrieval technique, type of sperm used and type of male
factor, and receive an immediate outcome prediction. In
this study, although the ROC area in the training set was
high for a neural computational model, the significant decay
in ROC area for the test set in a topology with only two
hidden nodes indicates overfitting, and highlights that in
certain medical datasets such as the one for IUI modeled in
the current study, linear tools such as logistic regression
are sufficient. We developed a user-friendly computational
tool designed to assist clinicians in the decision making
process regarding the option of intrauterine insemination
for infertile couples.
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